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Abstract 
Sign language is an expressive way for deaf persons and hearing impaired to communi-

cate with their societies, it is the basic alternative communication method between them and 
others. There are several studies have been done on sign language recognition systems, how-
ever, practically deployable system for real-time use is still a challenge also the researches in 
Arabic Sign Language Recognition (ArSLR) is very limited. This paper proposes Arabic Sign 
Language (ArSL) recognition system using Microsoft Kinect. The proposed system normalizes 
user's position and size captured by Microsoft Kinect then applies machine learning algo-
rithms such as Support Vector Machine (SVM), K- Nearest Neighbors (KNN) and Artificial 
Neural Network (ANN) in order to provide a comparison on recognition accuracy. Also, we 
used Dynamic Time Wrapping (DTW) in order to match the sequence that represents the 
captured sign with the stored reference sequences, this is based on that all signs are dynamic. 
Recognized continuous signs are segmented using motion speed that segment a sequence of 
words with an accurate manner. We use a dataset for ArSL words from collected signs; it is 
composed of 42 Arabic signs in medical field to aid communication between a deaf or hard-
of-hearing patient with the doctor. The experimental results showed that the proposed sys-
tem recognition rate reached 89 % for KNN classifier with majority voting and the segmenta-
tion accuracy reached 91%. The system was trained on 840 samples and tested on 420 sam-
ples. 
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1. Introduction 
Sign language is the most essential way 

for deaf people to communicate and inter-
act with others. There are two main sign 
language recognition systems: image-based 
and sensor-based. The major advantage of 
image-based system is that user does not 
need to use complicated devices, but this 
technique needs extra computations in the 
preprocessing stage, image processing, and 
artificial intelligence to recognize and in-
terpret signs. Sensor-based systems use 
some equipment with sensors like gloves 
equipped with sensors. Sensor based sys-
tems require the users to wear sensor-
based gloves or any sensor-based instru-
ments. Microsoft Kinect is a motion sens-
ing input device by Microsoft. It relies on 
depth technology, which allows users to 
deal with any system via a camera in which 
the user uses hand gestures or verbal 

commands to recognize objects without the 
need to touch the controller. It used to 
track standing skeleton with high-depth 
fidelity. It has an RGB camera, voice 
recognition capability, face-tracking capa-
bilities, and access to the raw sensor rec-
ords. Once the data has been collected 
from the user, the recognition system, 
whether it is sensor-based or image-based, 
must use this data for processing to recog-
nize the signs. Several approaches have 
been proposed for sign recognition includ-
ing fuzzy logic, neural networks, support 
vector machines, k-nearest neighbors, hid-
den markov models…etc. Single sign classi-
fier assumes that signs are pre-segmented, 
it recognizes sign by sign not continuous 
sentences. It supposed to automate the 
process of splitting a sentence into words, 
this process is called segmentation. Seg-
mentation is one of the major issues of in-
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formation processing in sign languages. 
Motion speed during capturing of continu-
ous sentences is used as a segmenter. It is 
noticeable that the motion speed is 
changed during performing the signs, 
when the transition from one sign to an-
other occurred the motion speed is slowed 
down. 

The main aim of this paper is to develop 
Arabic Sign Language (ArSL) recognition 
system that identify the user signs captured 
by Microsoft Kinect using one of two tech-
niques: model-based (i.e.) machine learn-
ing classifiers or direct machine (i.e.) DTW 
(Dynamic Time Wrapping) and segment 
Arabic continuous sentences using speed 
motion detection method. The structure of 
this paper is organized as follows. Section 2 
presents the related work of the sign lan-
guage recognition. The proposed system is 
presented in Section 3. The experiments 
setup and results are presented in section 
4. Section 5 contains conclusion & future 
work. 

2. Related Work 
Al-Jarrah and Al-Omari developed au-

tomated translation system of alphabets 
gestures in the Arabic Sign Language (ASL) 
that does not use visual markings. The im-
ages of not covered hands are processed to 
get a set of features that are translation, 
rotation, and scaling invariant. A system 
accuracy of 97.5% was achieved on a data-
base of 30 Arabic alphabet signs [1]. Mara-
qa and Abu-Zaiter introduced the use of 
neural networks in human hand gesture 
recognition for static images and dynamic 
gestures. They presented the use of feed-
forward and recurrent neural networks and 
recurrent neural networks along with its 
different architectures. Then, they tested 
the proposed system, a database of 900 
samples, containing 30 gestures performed 
by two persons with colored gloves that 
used in their experiments. The accuracy 
rate for the recognition of the static ges-
tures reaches 95% [2]. El-Bendary et al. 
developed a sign language recognition sys-
tem for the Arabic alphabets with an accu-
racy of 91.3%. The proposed Alphabets 
Translator (ArSLAT) does not rely on using 

any gloves or visual markings to complete 
the recognition task. ArSLAT deals with 
images of bare hands, which allows the 
signer to interact with the system in a nat-
ural way.  Extracted features from a video 
of signs are the input to the system and the 
output is recognized sign as a text. The 
proposed ArSLAT system composed of five 
steps; pre-processing, detect the best-
frame, detect the category, Extract the fea-
tures, and finally classification. The used 
extracted features are translation, scale, 
and rotation invariant to make the system 
flexible [3]. Hemayed and Hassanien in-
troduced a recognition technique for the 
hand gestures which represent the Arabic 
sign language alphabet and perform sign to 
voice conversion in order to enable Arabian 
deaf people to communicate with their so-
cieties. The proposed system focused on 
static and simple moving gestures. Princi-
pal Component Analysis algorithm is ap-
plied to the extracted edges that form the 
predefined feature vectors for signs library. 
The Euclidean distance is used to measure 
the similarity between the signs’ feature, 
the nearest vectors sign is selected, and the 
corresponding sound clip is played. They 
applied the system to more than 150 signs 
and gestures with accuracy near to 97% at 
real time test for three different users [4]. 
A survey on sign language processing is 
proposed by Kausar & Javed. They catego-
rized algorithms into two categories static 
and dynamic methods. They identified im-
portant topics in sign language recognition 
as segmentation, size of dictionary, invari-
ance, unrestricted environment, gestures 
variety, generality, feature extraction, 
start/end identification of gesture se-
quences and feature selection. They 
showed some challenges and recommenda-
tions for future research in the field of sign 
language processing [5]. Azad et al pro-
posed a novel and real-time approach for 
sign language recognition system using 
hand gestures. In the proposed model, the 
main step is extracting the hand gestures 
from the image by using three main steps: 
segmentation, morphological processing 
and finally features extraction. They ap-
plied the cross-correlation coefficient in 
order to recognize the gestures and they 



used the data base of the American Sign 
Language, the accuracy reached 98.34 and 
they suggested the using of video sequence 
for virtual reality to recognize the dynamic 
hand gestures [6]. Naoum et al. developed 
an image-based system for sign language 
alphabets with an accuracy of 50%, 75%, 
65% and 80 % for bare hand, hand with a 
red glove, hand with a black glove, and 
hand with a white glove respectively. The 
proposed system starts by finding histo-
grams of the images. Extracted profiles 
from histograms are then used as input to 
the K-nearest Neighbor classifier. The algo-
rithm is designed to work as a first level of 
recognition upon a series of steps to con-
vert the captured character images into ac-
tual spelling [7]. Elons et al. proposed an 
ArSLR system based on neural networks 
that able to compensate for lighting non-
homogeneity and background brightness. 
The proposed system showed stability un-
der geometrical transforms, lighting condi-
tions and bright background, achieving a 
recognition accuracy of 90%. The ‘‘Conti-
nuity Factor’’ is defined and considered as 
a weight factor of the current pulse in sig-
nature generation process. This factor 
measures the simultaneous firing strength 
for connected pixels [8]. SamirElons et al, 
proposed a method to enhance the feature 
quality based on neural network. The mod-
el defines continuity factor is proposed as a 
weight factor of the current pulse in signa-
ture generation process. The proposed 
method has been employed in a feature ex-
traction model that is followed by classifi-
cation process that training and testing for 
Arabic sign language static hand recogni-
tion [9]. 

Researches on Arabic sign language 
recognition (ArSLR) has a great rise re-
cently. Mohandas et al, at 2014, presented 
a study that focused on both image-based 
and sensor-based approaches. They 
showed the most popular types of ArSLR 
algorithms, mentioned the main features of 
the different approaches. They categorized 
their work to three types alphabet, isolated 
word, and continuous recognition [10]. 
Almasre et al, developed a supervised ma-
chine learning model for hand gesture 
recognition to recognize Arabic Sign Lan-

guage (ArSL), using two sensors: Mi-
crosoft's Kinect and a Leap Motion Con-
troller. The proposed model relies on the 
concept of supervised learning to predict a 
hand pose from the two sensors depending 
on depth images and defines a classifier to 
transform gestures based on 3D positions 
of a hand-joints direction into their letters. 
Recognized letters are compared and dis-
played in real time. They used the 28 let-
ters of the Arabic alphabet many times 
from different volunteers to create a da-
taset gestures for each letter of an ArSL 
built by the depth images retrieved both 
devices. The results indicated that using 
the two devices for the ArSL model were 
essential in detecting and recognizing 22 of 
the 28 Arabic alphabets correctly 100 % 
[11]. ElBadawy et al, proposed an integrat-
ed system used a hybrid types of sensors to 
capture all sign features. They customized 
Leap motion to capture hands with fingers 
movements. Two digital cameras are used 
to capture face features and body move-
ment. The system performed 95% recogni-
tion accuracy for a dataset of 20 dynamic 
signs due to the additional modules for fa-
cial expressions recognition and body 
movement recognition [12]. Aliyu et al de-
veloped a Kinect based system for Arabic 
sign language recognition system. The de-
veloped system was tested with 20 signs 
from the Arabic language dictionary. Video 
samples of both true color images and 
depth images were collected from volun-
teer user. Linear Discriminant analysis was 
used for features reduction and sign classi-
fication. Furthermore, fusion from RGB 
and depth sensor was carried at feature 
and decision level performed an overall ac-
curacy of 99.8% [13]. Jma et al, proposed a 
new approach based on hand gesture anal-
ysis for Arabic sign language (ArSL) alpha-
bet recognition by extracting a histogram 
of oriented gradient (HOG) features from a 
hand image and then using them to train 
an SVM models. Their approach involves 
three steps: (i) Hand detection and locali-
zation using a Microsoft Kinect camera, (ii) 
hand segmentation and (iii) feature extrac-
tion using Arabic alphabet recognition. The 
results showed accuracy about 90% [14]. 
Almasre et al, introduced a sign language 



recognition model that interpreted a set of 
Arabic Sign Language alphabets using Mi-
crosoft’s Kinect and a supervised learning 
algorithm was used with the Candescent 
Library.  The dataset of the model was col-
lected by allowing users to make certain 
letters of the Arabic alphabets. The pro-
posed model filtered each sign based on 
the number of the used fingers and then 
calculated the Euclidean distance between 
the contour points of a captured sign and a 
stored sign, and then comparing the results 
with a certain threshold [15]. 

Mohandes et al, proposed a new method 
for Arabic sign language to track one hand 
or both and one finger or more at different 
locations using two different sensors; They 
generated a 3-dimensional (3D) interaction 
space and extracted 3D features related to 
the detected hand(s). They analyzed the 
metrics related to the processed features. 
The applied classifier integrated with two 
different sensors, Leap Motion (LMC) and 
Kinect then all Arabic alphabets signs are 
performed in the interaction space [16].  

Almasre et al, proposed a model to de-
tect the hand gestures of Arabic Sign Lan-
guage (ArSL) using two depth sensors ap-
plied on Arabic words. They examined 143 
signs gestured by set of users (10 users) for 
five Arabic words. These sensors worked 
with depth images of the upper part of hu-
mans, from which 235 angles (features) 
were used for all joints and every pair of 
bones. The used dataset was divided into a 
training dataset about more than one hun-
dred observations and a testing set is about 
34 observations. They used support vector 
machine (SVM) classifier with different pa-
rameters in order to obtain four SVM mod-
els using both linear and radial kernel 
function. The accuracy of the model for the 
training set for the SVMLD, SVMLT, 
SVMRD, and SVMRT models was 88.92%, 
88.92%, 90.88%, and 90.884%, respective-
ly. The accuracy of the testing set for 
SVMLD, SVMLT, SVMRD, and SVMRT 
was 97.059%, 97.059%, 94.118%, and 
97.059%, respectively [17]. 

Most of the previous systems concerned 
with static gestures which has no motion 
,there for the aim of this research is to pre-
sent a very accurate model for recognizing 

the Arabic dynamic gestures using Mi-
crosoft Kinect in order to overcome the 
constraints of the sensor based approach 
and vision based approach also as present-
ed in the literature there are few studies 
presented continuous recognition systems 
for Arabic sign Language especially using 
Kinect device ,so that we introduces accu-
rate and robust model for sentence seg-
mentation based on simple method (The 
minimal velocity detection) with acceptable 
accuracy for the segmentation and also 
segmented words recognition . 

3. The proposed System 
In this section we will discuss the ele-

ments of our proposed system for Arabic 
sign language recognition using Microsoft 
Kinect. We describe the various phases of 
our system from the capturing the data us-
ing Kinect until the gesture is recognized. 
We concentrate on the feature extraction 
and selection phase because we believe it is 
a very crucial phase in the recognition sys-
tem. The structure of the recognition sys-
tem is shown in Fig.1. First of all, (1) data 
acquisition phase is performed, in this step 
Kinect depth camera is used to infer hu-
man skeleton positions, then (2) skeleton 
tracking & joint selection phase coming af-
ter it, in this step we were trying to access 
each skeleton data such as joint coordi-
nates, joint types, position and bone orien-
tation individually and choose the joints of 
interest, then (3) the information about 
these joints are received by our system as 
frames which are updated with the skele-
ton of the user , then (4) normalization 
phase which is applied on the collected 
frames should overcome mainly on two 
problems ,firstly  the variation of the user 
positions ,secondly the variation of the us-
ers' sizes , then (5) applying some classifi-
ers as SVM, KNN and ANN to recognize 
the Arabic signs then, (6) applying majority 
voting to select the most frequent classified 
class and output the sign. Finally (7) apply-
ing the DTW (Dynamic Time Warping) in-
stead of the classifiers in order to compare 
the results of it with the results of the ma-
chine learning approach. 



 

 
Fig.1 System Block Diagram 

 
The following diagram in Fig.2 represents the flow chart of our proposed model. 
 

 
Fig. 2 Proposed Model Flow Chart 
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3.1 Data Acquisition  
Kinect windows SDK contains a set of 

APIs which access easily to the skeleton 
joints. So, in this phase, information about 
the movements of the user are collected. 
When starting the kinect's depth camera, it 
could capture 20 skeleton joints as shown 
in Fig. 3 with rate of 30 frames per second 
using its SDK. 

 

 
Fig. 3 Skeleton Joints 

 

3.2 Skelton Tracking & Joints 
selection 

Skeleton tracking allows Kinect to rec-
ognize people and follow their actions. In 
this phase, some algorithms and mathe-
matical operations in kinect's SDK are used 
to interpret the 3D data from Kinect and 
infer the positions of detected objects. For 
joint selection, after carefully studying the 
signs of our dictionary for the system, only 
10 joints out of the 20 resulted to be signif-
icant for the description of a sign: Hand 
(Left & Right), Shoulder (Left & Right), El-
bow (Left & Right), Wrist (Left & Right), 
Spin Mid and Head Center. There is no 
point in tracking others joints such as the 
knees, the feet, etc. because they remain 
almost static during the execution of the 
sign.  

3.3 Normalization 

While performing the gestures user can 
be at any position and can be of any size i.e. 
the variation in height and overall body 
built up.  Any variation in depth can cause 
a considerable variation of the X and Y val-
ues. 

a) Normalize User Position 
First for the user's position as shown in 

Fig. , the distances obtained for joints in X, 
Y, Z coordinates are scaled by subtraction 
of the spine-mid joint coordinates from the 
required joint skeleton points. Now if the 
coordinates are taken at any position 
whether it is totally right or left corner, it 
will be scaled, and no conflict will be hap-
pened. 

 
Fig. 4 Normalization of Position 

For our features we get the spherical co-
ordinates instead of using the Cartesian 
coordinates X, Y, and Z, the spherical co-
ordinates considering SpinMid Joint as the 
origin. In mathematics, the spherical coor-
dinate system is represented by  three-
dimensional space where the position of a 
point is specified by three numbers: the ra-
dial distance r for any point from a fixed , 
the (ϕ) which is the angle between the pos-
itive x-axis and the line denoted by r as in 
Fig. , (θ) which is the angle that is meas-
ured between the positive z-axis and the 
line from the origin to the point . After the 
evaluation of the system, the results 
showed that the (θ) feature does not has 
any affect and no meaningful, so we will 
depend on r and ϕ in our calculations and 
we compute them through Eq.1 and Eq.2 
respectively. 

 



 
Fig. 5 Spherical coordinates. 
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Where, 

 n is the number of joints from J, 
 r is a radial distance, 
𝑆_𝑀𝑥 is x coordinate of spin-mid joint, 
𝑆_𝑀𝑦 is y coordinate of spin-mid joint, 

𝑆_𝑀𝑧 is z coordinate of spin-mid joint. 

b. Normalize User Size 
For the user's size, it may differ from 

one user to another as in Fig.  and this may 
cause a conflict to the system so in our sys-
tem we normalize all relative distances by 
the factor (𝑟𝐻,𝑆_𝑀) the distance between the 
head and spin-mid as in Eq.3, this value 
refers to the size of the user and all dis-
tances can be normalized according to its 
value . 

 
Fig. 6 Normalization of User's size 
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Where, 
 n is the number of joints from J, 
𝑟𝑛𝑜𝑟𝑚 is a normalized radial distance of 

the joint, 
𝑟𝐻,𝑆_𝑀 is a radial distance from head cen-

ter to spin-mid. 

3.4 Features Selection 
As it is explained in Skelton Tracking & 

Joints selection that the used joints are 
Hand (Left & Right), Shoulder (Left & 
Right), Elbow (Left & Right), Wrist (Left & 
Right) , also Spin Mid and Head Center 
which are used in normalization .To identi-
fy the important features we selected a 
subset of features from this set to enhance 
the recognition process by running an au-
tomated feature selection process using fil-
ter feature selection ,  these features as the 
difference in distance between Hand (Left 
& Right) and Shoulder (Left & Right) .The 
total number of features are about 32 fea-
tures in spherical coordinates, they are 
listed as a following: 

{r, Ø} of right, left {hand, wrist, elbow, 
shoulder} position. 

{r} of separation between right and left 
{hand, wrist, ...} 

3.5 Classification 
The sign recognition goal can only be 

achieved when the collected frames are 
coupled with an effective features extrac-
tion followed by highly efficient classifica-
tion. In the proposed system the classifier 
takes the sequence of frames that formed 
the single sign which is pre-segmented and 
classify each frame separately to predicts 
the class that frame belongs to it. To 
achieve that we trained our classifier on the 
individual frames of the training set (e.g.  
 means "death") .There are two ways "وفاة "
of solving the classification problems: line-
ar and nonlinear classifier as in Fig. 7. The 
frames collection with defined features 
help to identify the classification problem 
as linear or nonlinear classification [18], so 
we used machine learning algorithms to 
build classifiers using SVM, ANN and KNN 
that are efficient to deal with multiclass 
nonlinear classification problems and find 
the best matching class given a list of clas-
ses.



 
Fig. 7 Classification Types 

3.6 Majority voting  
After the classification phase, when the signer performs a sign, it enters to the system as a 

test sequence then the classifier starts to classify each frame separately. The result finally is 
selected by majority voting i.e. the classification with the most frequent frames assigned to it. 
For example, if the classification results of the test sequence were as in Fig.8, then the major 
index will be index "1" so the translated sign will be sign with index=1 ( اسهال/dysentery). 

 

 
Fig.8 Majority Voting 

 

3.7 DTW (Dynamic Time 
Warping) 

There are two types of gestures, static 
gestures which do not require to any 
movement and dynamic gestures which is 
in contrast to the static, they are composed 
of a series of static gestures with some 
movements transition from one gesture to 
another, so they are composed of a set of 
frames. In this case, we can apply direct 
matching technique for recognition. So 
that, the captured sign can be directly 
compared with the stored signs even the 
difference in sequences length. There are 
two most widely used techniques for dy-
namic gesture recognition: (1) DTW (Dy-
namic Time Warping) and (2) HMM (Hid-
den Markov Model). They are used for 
recognition of similarities between two 
temporal sequences that do not need to be 
synchronized in time according to their 
features [19]. We used DTW (Dynamic 
Time Warping) in order to compare the 
captured gesture in real time with the rec-
orded dynamic gestures. The role of DTW 
is to find the optimal alignment between 

two time-dependent sequences [20], in this 
research the sequence is composed from 
the vector of the extracted features from 
the captured sign. The sequence is warped 
automatically in real time with nonlinear 
form in order to match the one of the 
stored sequences that represents the ges-
tures data set [21]. 

 Let we have two-time dependent tem-
poral sequences X: = (x1, x2, x3......xi) of 
length I and Y: = (y1, y2, x3...yj) of length J 
and let Ƒ is a feature space where 𝑋𝐼,𝑌𝐽 Є Ƒ. 

The main objective of DTW is to compare 
these sequences and analyze the similari-
ties between them and finally find the op-
timal alignment, so to compare x and y se-
quences we need to find a measure called 
local cost or local distance as in Eq.4. 

                  C: Ƒ X Ƒ                               (4) 
The value of C (x, y) must be very small 

when x and y represents the same gesture 
else it must be large. In this step we gener-
ate the local cost matrix with dimension of 
(I X J) as in Fig.9. The cost of any position 
at the local cost matrix M (i, j) can be de-
termined as in Eq.5  

M (i, j) = d (i, j) + min {M (i − 1, j − 1), M 
(i − 1, j), M (i, j − 1)}.                                   (5) 



The equation composed of two parts the 
first part is the Euclidean distance d (i, j) 
between the feature vectors of the sequenc-
es X and Y, the second part is the mini-
mum cost of the adjacent elements of the 
cost matrix up to that point [22]. 

 

 
Fig.9 DTW (Dynamic Time Wrapping) 

cost matrix 

Fig.10 represents the difference between 
the two signs " نزيف" or "Bleeding" with 
ID=39 and "اشعة " or "X-Ray" with ID= 2, 
the graphs represents the orientation of 
left-hand distance (LH. D), X-axis repre-
sents the number of frames and Y-axis rep-
resents the coded values corresponded to 
each frame. The first two graph represent 
the similarities between two samples for 
the same sign which performed from two 
different users at different time and the 
third graph represents a different sign and 
it is clear that it is completely different 
from them. 

 

 

 
  

a) LH. D feature for a sam-
ple of sign "نزيف" or "Bleeding" 
stored in training set 

b) LH. D feature for a sample 
of sign "نزيف" or "Bleeding" 
stored in testing set 

c) LH. D feature for a 
sample of sign "اشعة" or "X-
Ray" stored in testing set 

Fig.10 LH. D (Left hand -distance) feature over samples of two different signs 
 
Fig.11 represents the original signal and warped signal for the left hand -distance feature 

for the sign " نزيف" or "Bleeding". 
 

 
Fig.11 Original signal and warped signal for left-hand distance (LH. D) over a sample for 

Sign_ID (39) " نزيف" or "Bleeding ". 
  



Fig.12 represents the DTW graph between the original signal and aligned sign for the sign 
 ."or "Bleeding "نزيف"

 

 
Fig.12 DTW graph between the original signal and aligned sign for the sign "نزيف" or 

"Bleeding". 
  



4. Experimental Results 
For the purpose of studying the performance of the proposed system, we developed a soft-

ware application based on the C# Language to interface with Kinect sensor and we used Mi-
crosoft Kinect SDK. 

4.1 Arabic signs Data Set 
For the purpose of studying the performance of the proposed system, we recorded 40 dif-

ferent gestures in medical field which are listed in Table 1 using Microsoft Kinect V2. The da-
ta collected from two different volunteers in different position and with different sizes. 

Table 1 Medical Dataset 
Index Arabic 

Sign  
Meaning in 
English 

Index Arabic 
Sign  

Meaning in 
English 

 Bleeding نزيف Dysentery 22 اسهال 1
 Death وفاة X-Ray 23 اشعة 2
-Orthopedic doc طبيب عظام Reception 24 استقبال 3

tor 

-Physical thera علاج طبيعى  Two lungs 25 رئتان 4
py 

 Injection حقن liver 26 كبد 5

 Blurred vision زغللة kidneys 27 كلى 6

 Cancer سرطان stomach 28 معدة 7
جهاز قياس  Constipation 29 امساك 8

 ضغط
Pressure meas-
uring device 

 A headache صداع  analysis 30 تحليل 9
 Deafness صمم Vaccination 31 تطعيم 10
 Pediatrician طبيب اطفال  Paralysis 32 شلل 11
طبيب انف  Obstetrician 33 طبيب توليد 12

 واذن
Doctor of nose 
and ear 

 Internist طبيب باطنة Vomiting 34 تقيوء 13
 General Doctor طبيب عام Swelling 35 تورم 14
 Broken bones كسر عظام Wound 36 جرح 15
 Vitamins فيتامينات Pregnant 37 حامل 16

 Kidney failure فشل كلوى  Fever 38 حرارة 17
 ulcer قرحة  Veins 39 اوردة 18

 The colon قولون Allergic 40 حساسية 19
 laboratory مختبر Colic 41 مغص 20
 Feel اشعر I 42 انا 21

4.2 Training and Testing 
For training phase, we collected 20 

samples from different 5 signers for each 
sign as a training set and 10 samples from 
different 2 signers as a testing set. Thus, 
making it a total of 1260 samples which we 
divided into 840 samples for train set and 
420 samples for test set. All collected signs 
are dynamic (i.e.) multiple joints are mov-
ing like hand, wrist, elbow and shoulder. 

For each sign we recorded a sequence of 
skeleton data consisted of 20 joint posi-
tions per frame, which are formed from x, 
y, and depth coordinates). Each incoming 
frame are preprocessed, the joints of inter-
est are selected and normalized relative to 
SpinMid joint as in sec.3.3. Each sign's se-
quence contains on average (100 or 170) 
frames, making for around 36,456 frames 
in total for training set and 33, 995 frames 
for testing set. Then the feature vector is 
formed by applying our mentioned tech-



nique and appending the extracted features 
which are recorded for each frame. This is 
done for both the training as well as the 
test dataset. We applied three different 
classifiers in the classification phase (SVM, 
KNN and ANN) for comparing the 
achieved accuracy of them. KNN classifier 

achieved the best results in classification of 
separated frames. Fig.13 represents the 
classifiers with the selected parameters 
which gave the best performance for each 
one. 
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number of 
recognized 
signs  

 

a) SVM Classifier b) KNN Classifier c) Neural network 
Fig. 13 Classifiers Parameters 

 

4.3 Accuracy Measures 
There are two types of recognition: (1) 

Model-Based matching such as machine 
learning techniques (Classifiers as ANN, 
KNN, SVM, Decision Tree …etc.) and (2) 
Direct matching techniques such as DTW 
(Dynamic Time Warping), HMM (Hidden 
Markov Model), maximum correlation co-
efficient. In our research, we tested the 
model by both techniques firstly with a set 
of classifiers and compared the results of 
them, then the system was tested using 
DTW. The results of our system are divided 
into two parts: the accuracy of recognition 
and the time of response. 

4.3.1 Classifiers Accuracy 
We have empirically calculated the accu-

racy which is defined as the ratio of cor-
rectly recognized frames to the total num-
ber of frames as in Eq.6 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =

 
𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑟𝑒𝑐𝑜𝑔𝑛𝑖𝑧𝑒𝑑 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠 

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠
∗

100%                                                               (6) 
 
For example, if we have a signIndex_3 

with 150 frames to be classified that 30 
frames classified as signIndex_1, 20 frames 
classified as signIndex_2 and 100 frames 
classified as signIndex_3 so after applying 
majority voting, the final predicted class 
will be signIndex_3. In previous example, 
accuracy of frames classification equals 
100

150
= 67 % and after applying majority vot-

ing, the accuracy equals 100 %. We used 
KNN, SVM and ANN classifiers in the clas-
sification phase to compare the accuracy of 
classification for the separated frames, we 
got the accuracy of 79 %, 66 % and 69 % 
respectively for frames classification (with-
out majority voting) in addition to 89 %, 79 
% and 87 % (with majority voting) as it is 
shown in Fig. 14. It is noticed that applying 

RBF Kernel with gam-
ma = 0.48 and C = 0.5. 

K = 1 with 
LinearNN search 
algorithm 



the majority voting on the set of frames to 
get the sign meaning had enhanced the ac-

curacy. Fig.  represents the classifiers accu-
racy for each sign. 

 

 
Fig. 14 Classifiers Accuracy Comparison 

 

 
Fig. 15 Classifiers Accuracy for Each Sign 

 
 4.3.2 Classifiers Response Time   
The response time means the time 

which is required to recognize the captured 
sign in real time from the time that Kinect 
camera captures the signer who is standing 
in from of its camera till the process of ges-
ture recognition is done. 

To calculate the average time which is 
taken by the proposed system to recognize 
the performed signs, we calculate the time 
of response for each samples of the testing 
data set and finally get the average of the 
calculated response time. Fig.16 represents 

the response time over the 10 samples of 
the test-data set for sign "الرئتان " or "Two-
Lungs". It is clear that the recognition pro-
cess with SVM classifier has the least re-
sponse time. Also Fig.17 represents the re-
sponse time for the 42 signs using the dif-
ferent classifiers over the test data set (10 
sample per sign) .It is clear that the system 
takes the least response time when we use 
SVM in classification step (7.2 Sec.) as in 
average, then KNN (15.6 Sec.) finally ANN 
(23.2 Sec. ) 
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Fig.16 Response time for recognition of "الرئتان" or "Two-Lungs" 

 

 
Fig.17 Average Response Time 
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4.3.3 DTW (Dynamic Time Warping) Accuracy 

We also tested the proposed system using DTW algorithm and applied it on the same test 
data set to compare them with the results of applying the different classifiers. The overall ac-
curacy that was achieved using DTW equals 77.85%. Fig.18 shows the results of applying 
DTW on the test samples. 

 

 
Fig. 18 DTW (Dynamic Time Warping) Accuracy 

 
4.3.4 DTW (Dynamic Time Warping) Response Time  
In this section, we calculated the response time when the proposed system operates based 

on DTW (Dynamic Time Warping). The test set was 10 samples for each sign (i.e.) 420 test 
samples, the average timing over this set was (16.38 Sec.) Fig.19 represents the average re-
sponse time of DTW (Dynamic Time Warping) over the test set.    

 

 
Fig. 19 DTW (Dynamic Time Warping) Response Time 

 

4.4 Segmentation 

Sign language segmentation means di-
viding the continuous stream of signs into 
the basic units(words/signs) by detecting 
the boundary of each sign i.e. the sign's 
start and end, major of the direct segmen-
tation methods depended on the detecting 
the minimal speed or sign pauses  ,it can be 
defined by the holding which occurs during 
performing the sign, this holding occurs for 
a specific length of time in the transition 

from one sign to another. To get the sign 
pauses the spatial parameters such as x, y 
and z coordinates should be tracked in or-
der to compute the pause length between 
the signs. 

The work mentioned above assumes the 
signs to be pre-segmented that use single 
sign classifier. Single sign classifier recog-
nizes sign by sign not continuous sentenc-
es. If we deal with real-time recognition, 
we should use automatic segmentation 
method to separate between consequent 
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signs. Here, we introduce a simple method 
for segmentation depends on the motion 
speed during performing the continuous 
signs. It is noticeable that the motion speed 
is changed during performing the signs, 
when the transition from one sign to an-
other occurred the motion speed is slowed 
down, so we can segment the continuous 

signs if we can detect the slowing down pe-
riods, the following steps represents the 
segmentation process:   

1. Capture the data of the joints as a 
(3-D) three-dimensional position in 
(x, y, z) using Kinect and expresses 
these coordinated in meters.

2. Compute the selected features and record them as frames, the dynamic of each joint is 
computed through the variation of position over the time during performing the signs. 

3. Compute the distance by calculating the difference between each frame as in Eq.7 

            D=   √(𝑥[𝑛] − 𝑥 [𝑛 −  1] )2   +  (𝑦[𝑛] − 𝑦 [𝑛 −  1] )2  +  (𝑧[𝑛] − 𝑧 [𝑛 −  1] )2,            (7) 

4. Calculate the motion speed by multiplying the sampling rate in calculated distance as 
in Eq.8. 

                                                                 𝑉𝑚𝑜𝑡𝑖𝑜𝑛 = 𝐷 ∗ 𝑆𝑓                                                                  (8) 

 
Where, 
       𝑉𝑚𝑜𝑡𝑖𝑜𝑛 is the motion speed,  
𝐷  is calculated distance and  
𝑆𝑓 is sampling rate. 

5. If we detect a sequence of 20 or more observations with a speed less than or equal 5 
m/s, then we will consider these observations as segmenter between two words. The 
start of the detected observations is considered as the end of the previous sign and the 
end of detected observation is considered as start of next sign. 

 
The joints that are tracked and used in the minimal speed detection were left and right 

(Hand, Shoulder, Wrist, Elbow), because they are the main parts used in performing the 
signs, there is no point in tracking other joints because they are stationary during the sign ex-
ecution. 

We explained here two continuous sentences and their segmentation process: the first sen-
tence is "اشعة الرئتان " or "Lungs X-Ray" and the second sentence. For the sentence "اشعة الرئتان" or 
"Lungs X-Ray" which consists of two words, Fig.20 represents the sentence performance over 
the time, Fig.21 represents the sentence segmentation based on the motion speed. As it is 
showed in the Fig. 25 there is slowing down period occurred between the two signs during the 
transition from the first word " اشعة/ X-Ray" and the second word "الرئتان/ Lungs" this period 
occurred from frame number 80 to 140 (i.e.) 60 frames this it means that the slowing down 
period was (2 sec.) because of the Kinect frame rate is 30 frame /sec. So, the frame number 
79 is the end of the word " اشعة/ X-Ray" and the frame number 141 is the start of the word 
 ."Lungs /الرئتان"

 



 
Fig. 20 Performance of Two Words Sentence اشعة الرئتان"   " or "Lungs X-Ray" 
 

 
Fig. 21 Segmentation for Two words Sentence  "الرئتان" or "Lungs X-Ray" 
 

For the sentence " انا اشعر بمغص  " or "I am feeling colic " which consists of three words, Fig.22 
represents the sentence performance over the time, Also, Fig.23 represents the sentence seg-
mentation based on the motion speed. As it is showed in Fig.23 there are two slowing down 
periods between the three words. The first period starts from 30 to 69 (i.e.) 39 frames (1.3 
sec), the second period starts from 91to 123 (i.e.) 32 frames (1.06 sec.). 

 

 
Fig. 22 Performance of Third Words Sentence" انا اشعر بمغص  " or "I am feeling colic" 

 
  

1 Sec. 



 
Fig. 23 Segmentation of Three Words Sentence " انا اشعر بمغص  " or "I feel colic " 
We tested the segmentation on over 40 sentences with different lengths composed from 

the Arabic signs data set which are listed in Table 5, the test focused on the ability of the seg-
mentation method to segment the sentences which were composed from several signs cor-
rectly in real time. The result of the segmentation was satisfied and reach over 91 %, also we 
got the results of the recognition for the signs that were composed the tested sentences and 
the recognition reached 86% using the model based on KNN.  

4.5. Comparative Study 
The absence of comparative studies and a benchmark dataset on ArSLR makes it hard to 

make a comparative study using existing ArSL research. However, visible comparison was 
compared with CHALEARN dataset which is available on [23]. The ChaLearn 2013 dataset 
contains 20 Italian gestures which were recorded using Kinect, it contains (Both depth and 
RGB images for face and body, skeleton data, Joint orientation and position also audio 
sources), it includes 15,000 samples from several signers. The result of our comparison is 
listed in Table 2. 

Table 2 Comparative Study Results 
Dataset Number 

of Sign-
ers 

Number 
of Ges-
tures 

Accuracy 
[54] 

Accuracy 
[55] 

Accuracy 
[26] 

Proposed 
Model 

CHALEARN 
2013 

27 20 76%  
7 joints 
were used 
as features 
set 

85% 
Skeleton 
data 

63.34%  
(4 joints) 

87% 

5. Conclusion 
In this paper, an Arabic sign recognition 

system using Microsoft Kinect is proposed. 
The proposed system is developed and ap-
plied on medical words. Captured user’s 
position and size are normalized to solve 
the variation problem in collected frames. 

Feature selection method is applied on col-
lected frames and selected 32 features 
which are the most effective features. We 
applied classification algorithms like KNN, 
ANN and SVM to recognize captured signs. 
Segmentation method using motion speed 
is applied to segment a sequence of words 
with accurate manner. System perfor-



mance is analyzed using 40 Arabic words 
from medical field. The system was trained 
on 1260 samples and tested on 840 sam-
ples, the experimental results showed that 
the proposed system recognition rate 
reached 79 % for KNN classifier and en-
hanced using majority voting to reach 89 
%. The segmentation accuracy reached 91 
%. The proposed system is dynamic and 
robust, it can deal with any word in Arabic 
language depends on body motion. 

For further research, the proposed sys-
tem can be enhanced by applying other 
techniques in the recognition phase like 
dynamic time wrapping (DTW) that com-
pare the sequence of each frames in train-
ing dataset with frames in testing data set. 
Segmentation method can be enhanced to 
be more accurate. Also, conducting more 
experiments with other words from differ-
ent fields will be enhance the proposed sys-
tem and make it widely used. 
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